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Today’s lecture

• BioImage analysis: definition
• Deep learning for image processing
• Segmentation
• Considerations about DL
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Bioimages contain 
lot of information

When?

How 
many/much?

Where?

What?
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How many cells can we count?

🤯
Computational image 
processing:

• Precise

• Reproducible

• Transferable

• Automatic à FAST
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Digital images 
A digital image is a mapping of intensities from a 2D grid of (uniformly spaced) discrete points, into a set 

of numerical values. The grid elements are called pixels.
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Raw data Metadata

Codifies the information contained in the image Set of text data providing additional 

information about the image. 

• Imaging modality 

• Objective

• Magnification

• Resolution or Pixel/Voxel 

size (microns, mm)

• Number of channels

• Excitation spectrum

• Information about the 

patient
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BioImages: biological information given by numbers

The solution for 
reading 

proprietary 
microscopy 

image data and 
metadata



Digital (bio)-image analysis

🔬🧫🧪🦠💻📈
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Image processing
Image Processing is any form of data processing for which the input is an image – the output 

is not necessarily an image.

Non infected

Infected 8

Input: Image
Output: Image

Input: Image - Output: Coordinates (bounding boxes) Input: Image
Output: Label

Input: Image
Output: Image



(Classical) image processing tasks
(4) Image registration

Christoph Spahn, et al., bioRxiv, 2021
Elnaz Fazeli, et al., F1000Research 2020

Ashley Kiemen, et al., bioRxiv 2020

(3) Object tracking
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(2) Object detection

(6) Super-resolution

(1) Segmentation

(5) Denoising



BioImage analysis

E. Meijering et al., Nature Biotechnology 2016
E. Meijering, 2020
Vladimir Ulman et al., Nature Methods, 2017

Collection of image processing techniques to extract numerical information from scientific images
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Deep learning: 

an extremely hot topic in the field 🔥
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L. Von Chamier, …, R. Henriques, Nat 
Comms 2021

The deep learning landscape for microscopy imaging
Artificial labelling Resolution enhancement & restoration

C. Qiao et al., bioRxiv 2023

L. Chiron et al., Sci 
Reports 2022

C.Bouchard et al., bioRxiv 2023

Naert et al., Development 2021

E. Nehme et al., 
Optica, 2018

F. Lux & P. Matula, arXiv, 2020

Segmentation

SMLM Detection

C. Spahn et al., Comm
Biology 2022

L. Von Chamier, …, R. Henriques, Nature 
Communications 2021

Denoising

D. Maheic et al., Nat Methods 2022

O. André et al., Cell 
reports 2023

C. Qiao et al., Nat Biotech 2022

Data driven microscopy
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Deep learning in bioimage analysisWhy does deep learning pose a new paradigm?
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Red

Smooth texture

Machine learning 
method “tomato”

Round shape

Red

Smooth texture

Machine learning 
method “tomato”
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Deep learning in bioimage analysisWhy does deep learning pose a new paradigm?
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What if the system could learn 

automatically from the data?
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Deep learning in bioimage analysisWhy does deep learning pose a new paradigm?
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?
Invasive Ductal Carcinoma

Non - Invasive Ductal Carcinoma
Train



Deep learning in bioimage analysisWhy does deep learning pose a new paradigm?

R. Henriques
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Trained (convolutional 
neural) network
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Deep learning in bioimage analysisWhat are (convolutional) neural networks?

Convolutional filters need to be the correct ones à training
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Image classification convolutional neural network arquitecture

Gómez de Mariscal, E. et al., NEUBIAS Springer, 2022
Olaf Ronneberger, Philipp Fischer, Thomas Brox; arXiv 2015

Image segmentation convolutional neural network arquitecture (2D U-Net)
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Mean

Deep learning in bioimage analysisConvolutions
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Spatial filtering

Convolutional kernel: determines de feature to enhance

Convolutions

Contextual information around the pixel
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Capacity to quantify and enhance features of 
interest in the image

Filtered images and image filters can be combined in multiple ways

Convolutions

What if the system could learn the optimal 
combinations  automatically from the data?
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Convolutional kernel: determines de feature to enhance

What are (convolutional) neural networks?

W00 W01b W02

W10 W11 W12

W20 W21 W22

Trainable filter (convolutional layer)

Note: Each unit in the kernel will have 

its weight, but each convolutional 

filter will also have a bias:

C (x) = W ⨂ x + b, 

where x is an input image 



Deep learning in bioimage analysisThe learning process

22E. Gómez-de-Mariscal, et al. "Harnessing Artificial Intelligence To Reduce Phototoxicity in Live Imaging." arXiv (2023).

Self-supervisedGenerativeapproach (unsupervised)Supervised

Lowquality Degraded Inferred

Compare

HighqualityLowqualityInferredLowquality Highquality

Self-supervisedGenerativeapproach (unsupervised)Supervised

Lowquality Degraded Inferred

Compare

HighqualityLowqualityInferredLowquality Highquality

Semi (weakly) - supervised

Weak labels Instance segmentation

Self-supervisedGenerativeapproach (unsupervised)Supervised

Lowquality Degraded Inferred

Compare

HighqualityLowqualityInferredLowquality Highquality
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Trainable filter 

(convolutional layer)

* =

Input image Output

Supervised CNNs training

W00 W01 W02

W10 W11 W12

W20 W21 W22

+ b
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=

Input image Output Ground truth

Update wij and b

Compare the 
images with a 
loss function

The update is proportional to the learning rate

Trainable filter 

(convolutional layer)

*
W00 W01 W02

W10 W11 W12

W20 W21 W22

+ b

Supervised CNNs training
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=

Input image Output Ground truth

Stop training

Trainable filter 

(convolutional layer)

*
W00 W01 W02

W10 W11 W12

W20 W21 W22

+ b

Supervised CNNs training
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Supervised CNNs training: backpropagation
- Optimization à Gradient descent

- Gradients computation à Backpropagation (use the chain rule for derivatives):

After each forward pass through the network, a backward pass is performed to adjust the model’s 

parameters (weights and biases) according to the error made by the output of the network. 

Forward pass

Error backpropagation

Introduced in 1960s 
Popularized by Rumelhart, Hinton and Williams in “Learning 
representations by back-propagating errors”, 1989

Loss function: quantitative measure of the error

Learning rate: proportion used to update the 
parameters on each pass

Most used loss functions:
- Mean Squared Error (MSE or L1)
- Mean Absolute Error (MAE or L2)
- Binary Cross Entropy (Categorical cross 

entropy)

https://www.nature.com/articles/323533a0
https://www.nature.com/articles/323533a0


Pairs of inputs and desired outputs (i.e., ground truth)

Input Ground truth

Process the input images

Compare the 
output with the 

ground truth

b) They look the 
same:

Trained network
ready to be useda) The output and ground truth are different: 

Update the convolutional filters and keep training

Loss function 
(differentiable)𝑓(𝑥)
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Supervised CNNs training
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10 1000 2000

Training a neural network

Once the algorithm has “seen” all the training data

2 3 4 5

What about all the new data that I need to analyze?

🙄

The loss function has converged

The method cannot learn more



Deep learning in bioimage analysis

Input

Output

Training data
Parameter optimisation

Test data
Final model evaluation
(not seen until the end)

Validation data
Model selection

Training a neural network: data

The method learns from this dataset
• Large
• Heterogeneous
• Covers all the possible events in the problem

Independent of the 
training set
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Training a neural network: data

Loss value for the validation set



If the test processing is as good as in the 

training data,  then we say that it can 

generalize.

If the method fails in the validation 

data, then it is called overfitting.

Training a neural network: data

You: how do I prevent overfitting?

Esti & Wei: more data

You: 😵💫
😊



Training a neural network: data
The bigger the data the better 

→ Cover a real scenario

Christopher M. Bishop, Pattern Recognition and Machine Learning

All of them are cats, indeed, the same cat

It is always the number 6

No doubt, it is a fox or an airplane

Most common strategies to augment 
data in image classification

Data augmentation



Non-linear (elastic) transformations 
(shape changes)

• Zooming

• Shearing 

Geometrical transformations

Linear transformations (preserve shape) 

• Rotation

• Translation

Original patch RotationRotation + Shift

Linear transformations

ZoomOriginal patch Shearing

Non-linear transformations

NoisyOriginal image

Adding noise

Signal artifacts: 

- Noise

- Contrast

- Blurring

Training a neural network: data augmentation in 
microscopy

I. The ground truth also needs to be augmented with the same transformations.

II. Image transformations need to preserve the meaning and biophysical properties of the data.
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Segmentation with CNNS: patches and data 
augmentation
Make sure that artifacts are not introduced when augmenting the patching

Data 
augmentation

Patches for 
training

Only one patch has a cell

The augmented patch 
has cells with 

uncommon shapes

Data 
augmentation Patches with 

sampling

Results on the learning process with different strategies for data 
augmentation

E. Gómez de Mariscal et al., arxiv 2021



Training a neural network: data

💸Data collection (&curation) is 
expensive.

Small datasets for bioimage analysis

Transfer learningFine tuning

Classification 

Segmentation

Classification 

Pose estimation

Pretrained model 
for boundary 
segmentation

Same task, similar 
features, different 
data distribution

A. Mathis, et al., Neuron 2020
A. Wolny et al., eLife 2020
W. Ouyang et al., bioRxiv
2022



Deep learning systems

Data (curation)
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Model architecture Loss function Optimisation

• U-Net

• ResNet

• MobileNetV2

• (cycle)GANS

• DenseNets

• Mean Squared Error

• Mean Absolute Error

• (binary)cross-entropy

• Focal loss

• Dice loss

• Stochastic gradient

descent

• ADAM

• Labelled masks

• Keypoints&landmarks

• Paired images

(high&low SNR)

• Bounding boxes

• Tracks

Influence the final performance and behaviour of your system

A. Mathis, et al., Neuron 2020
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Each configuration affects the inference speed, training data requirements, memory demands.

Task specific: 

• 2D, 3D, time lapse, multichannel.

• Image-to-image vs.image-to-vector processing.

• Criterion needed to learn: regression vs classification.

Deep learning systems

A. Mathis, et al., Neuron 2020

DataModel architecture Loss function Optimisation
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Deep learning systems

A. Mathis, et al., Neuron 2020

Identify the sample 
type(s) and features 
you need to analyse

Questions to consider:
What features give me 
the info I need?
Live or fixed? 
Highly accurate?
Multichannel?

Are pretrained models to 
use directly?

YES

NO

Build a 
diverse 
ground 

truth

Train & 
evaluate the 

network

Run inference 
on new data

Accurate 
enough

Poor 
accuracy

Evaluate the 
network

Customized 
network 
needed

Select from an 
available 
toolbox
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Segmentation



Formal definition: partitioning of the image domain Ω into several (usually disjoint) regions Ω!
Ω = ⋃!Ω!, Ω! ∩ Ω" = ∅, ∀𝑖 ≠ 𝑗
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Segmentation

P. Coupé et al., NeuroImage 2011



Binary segmentation

Instance segmentation 
(Detection + segmentation) Semantic segmentation

Panoptic segmentation 
(Instance + Semantic segmentation)

Detection

41
https://analyticsindiamag.com/semantic-vs-instance-vs-
panoptic-which-image-segmentation-technique-to-choose/

Segmentation



The information is partitioned in different segments to simplify its representation into something 

that is easier to analyze
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Segmentation

F. Lux & P. Matula, arXiv, 2020

Data: Cell Tracking Challenge (Ulman, V., et al., Nat 
Methods 2017), Traning: João Luis Soares Lopes (EPFL)

Morphology assessment

Thomas Naert, Development, 2021

Determine anatomical regions (telencephalons) to measure cell activity 

(proliferating pHH3+ cells)

Cell counting
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Segmentation: Thresholding is the most basic form of 
obtaining binary images

40

235
220

100

0

80

180

1

0

Threshold all the values smaller than 128
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Segmentation with CNNS: U-Net encoder-decoder for 
binary segmentations

Olaf Ronneberger, Philipp Fischer, Thomas Brox; U-Net: Convolutional Networks for Biomedical Image Segmentation; arXiv 2015

Skip connections:
Take the output of each level in the encoder path and copy it with the input of the decoder path.
It helps preserving high resolution details during decoder process. 
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Segmentation: alternative strategies

Olaf Ronneberger, et al., arXiv 2015

Weighted loss functions Use different labels

A. Wolny et al., eLife 2020

Instance segmentation with ROI classification 
and segmentation

Limitations of binary image segmentation

- Will not work with dense, packed or 

clustered objects.

à Additional labels to split indpendent 

objects

- Overlapping objects cannot be 

represented in one single mask

- ROIs need to be predefined and do 

not scale well to cellular shapes

https://github.com/maweigert/neubias_academy_stardist
Schmidt, Weigert et al 2018

K. He et al., arXiv 2018
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Segmentation: learn deterministic features rather than 
discrete labels

https://github.com/maweigert/neubias_academy_stardist
Schmidt, Weigert et al 2018

Cellpose

https://www.cellpose.org

StarDist

Stringer, Wang, 
Michaelos, Pachitariu, 
Nature Methods, 2021



Segmentation with CNNS: image preparation and 
features
Biomedical images can get really large (up to TB for electron microscopy) à GPU memory a major limitation

Divide images into 
patches àincrease 

the training data 
variability

How big? à Receptive field of the network à it needs to have enough information to learn and discriminate 

TissueNet,
Greenwald, Miller et al 2021



7271 pixels

72
71

 p
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Training patch size

for StarDist

Original vídeos: 4x4 field of views (x63)

Pixel size = 0.108 um/pixel

51
2

x
51

2
pi

xe
ls

Image processing task: segment cells in mitosis Result: empty 
masks

Receptive field of StarDist: “What the network sees to determine the value of one pixel” 

Schmidt, Weigert et al 2018

Segmentation with CNNS: image preparation and 
features



A way to understand could be… asking what is the perfect distance to decipher the scenes of Claude Monet’s art 

à enough as to get the context with still meaningful details

Segmentation with CNNS: image preparation and 
features



A way to understand could be… asking what is the perfect distance to decipher the scenes of Claude Monet’s art 

à enough as to get the context with still meaningful details

The house among rosesGarden path at Giverny

Segmentation with CNNS: image preparation and 
features
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Segmentation with CNNS: image resolution and its effect 
in segmentation



Basic definition: Number of pixels in an image Pixel size: physical size (length and width) 
covered by one pixel

8x8 64x64 512x512128x128

16
 c

m

16 cm

• The pixel size influence the amount of 

details for a given field of view.

• Detectors also limit the size of the finniest 

detail that we can acquire
52

Segmentation with CNNS: image resolution and its effect 
in segmentation



Segmentation with CNNS: image resolution and its effect 
in quantification

53S. Culley et al., Made to measure: An introduction to quantifying microscopy data in the life sciences, Journal of Microscopy 2023



MNIST data: black and 

white pixels

Before normalization

Intensity values vary with the physical properties of the data, the calibration of imaging devices or the natural variability of the 

sample

After percentile normalization

Non-normalized images

Common strategies:

- Intensity projection: Clip the dynamic range of values to the [0, 1] range

- Standardization with the mean and standard deviation

- Percentile projection (common in fluorescence): remove outliers (i.e., noise and artifacts) 

from the intensity distribution (extremes in the tails) and clip to the [0, 1] range.

- Normalize w.r.t. the entire population (training data)

Segmentation with CNNS: image preparation and 
features



Quantify the accuracy
• Precision, recall, F1 (= (2*precision*recall) / (precision + recall))
• Jaccard index / Dice coefficient
• Hausdorff distance
• Mean Squared Error (L2)
• Structural similarity index (SSIM)
• Biologically relevant measures (cell densities, fluorescence intensities, diameters)

55

You need to verify that the model is doing precisely what you want

Evaluation of the model performance à Accuracy 👀

Result of Model 2Phase contrast Result of Model 1Phase contrast Result of Model 1Phase contrast Result of Model 1

X
Visualization

A B

A B

AUB

A∩B

division

Intersection of A & B

Union of A & B
Jaccard (A, B) = A∩B / AUB =

Dice (A, B) = 2*A∩B / (A+B)z

Hausdorff distance

https://github.com/maweigert/neubias_academy_stardist
Schmidt, Weigert et al 2018



Evaluation of obtained results
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Computer science

Jaccard/Dice coefficients

Acyclic Oriented Graph

Precision – Recall – F1

Biological relevance

Complete tracks

Morphological measures (size, shape)

Branching correctness

Cell cycle accuracy

Fluorescence intensity

Practical usability
Number of tunable parameters

Generalizability 

Biological relevance of the segmentation results

Segmentation result

Real object

✅ Accuracy (overlap)

❌ Length, curvature, diameter
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Lena Maier-Hein, Metrics reloaded: Recommendations for image analysis validation, 
https://arxiv.org/abs/2206.01653, arXiv 2022 (last update June 2023)

https://arxiv.org/abs/2206.01653


Accuracy versus validity

Example: 

High segmentation accuracy but 

poor temporal consistency

 à Limit object tracking

58Patric Riley, Three pitfalls to avoid in machine learning, Nature 2019

Mistaken objective

Example: 

Diagnosis of diabetic retinopathy.

Issues:

1. Discrepancy among doctors and non-valid 

majority voting

2. Hiden real objective à “Should this patient 

see a doctor?”

Segmentation
Real object

✅ Fluorescence average value

❌ Length, curvature, diameter, shape

Considerations: The objective



Considerations: Generalizability
DL models are extremely sensitive to pixel sizes (object size), imaging modalities, morphologies, cell types, 

fluorescence channels…

Usiigaci

PhC-C2DL-PSCFluoC3DLMDA231

V Ulman et al., An objective comparison of cell-tracking algorithms, Nature Methods 2017
Hsieh-Fu Tsai et al., Usiigaci: Instance-aware cell tracking in stain-free phase contrast microscopy enabled by machine learning, SoftwareX 2019 
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Generalizability is still an active and hot field of study 

with important open questions:

• Is it because we lack enough training data? 

• Should we get deeper models?

• Is it possible to have one single model for a specific 

task regardless the data?
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